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Scenario ® @ Definitions Find global optimal network Environment =~
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Problem Formulation Definition 2 Define the cutset of a given cut () as e WhenK=8andL =12, near E 20
* When all relays work, the capacity reaches maximum (global maximum C(Q) =logdet (I1+H QH;-I) 70% of the nodes can be saved é 40
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* Global optimal network: the global network with fewest relays Properties * Draw the figure below, in which every circle represents a selection maximum capacity
* Problem: how to find global optimal network efficiently? - of nodes
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Existine Studies New nodes in W Q. e e e e 0]  Calculate the cutset between possible pairs of circles respectively Time complexity
. No di 5 v related K found  Adding a new node into a W will e e . . .. from current layer and previous layer * Compare the time complexity between dynamic programming
o directly related work toun SR : . | « Connect the circles whose cutset is not larger than C,,; (solid line) approach and exhaustive search approach
. Calculat : o T11 utilizes the submodularit v of the cut strictly increase its cutset S , d p pp pp
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* Selection of relays: [2] applied simulated annealing approach, while [3] : Y P Table: Acceleration multiple of dynamic programming approach
_ _ e N des in M not the shortest (marked with )
approximates the problem as a non-linear optimization problem ev\\;Vr}llO e; 1n y b er of sub " - e . Move to next layer L=3 L=4 L=5 L=6
« Methods of existing studies are time-consuming for this problem ’ en the node number of subnetwork increases, the capacity of the . ! : _
optimal subnetwork M* will not decrease When d is reached, end the algorithm =1 020 o1 Loz 07
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Theory Accuracy
* Explore structural characteristics of global network Ve Vi Vs v, VeoiViy Vi v v v e Test the cases of different L !
* Design an explicit criterion to decide the global optimal network and K 0.95
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Practice Bottleneck _ maximum capacity with SUDN |
« Develop efficient algorithms to obtain the global optimal network * Layers of Wq:- are successive probability 0.8 5| 5085
 Efficiently obtain the new result when parameters change o . o e Performs better when K is E/ 08!
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Structure  Wq+ takes up all the nodes in corresponding layers of the subnetwork
* Layered Gaussian relay . . . ..o f,i: .
network () LS (V) LS / Conclusions
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deStlnatlon d Vo 1;1“;3_1 Vy Vg_;VL_Z Vi1 Vo Vi Vg Ve Vey1Viz Vi Network Propertles
e L layers, with K, nodes in the Step 3: Construct the global optimal network  We proposed and proved several properties of layered Gaussian relay
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Adding new node P start) when parameters change

where Hg denotes the MIMO channel matrix from nodes in Q to nodes Vo WV Vo, v, 7 Vyso Vica Via *  With the property of dynamic )
— 3 S
inQ programming, only layer £ — 1, £
 Use the characteristic of hierarchy, the equation can be reformulated as Th bnet k is alobal and ¢ + 1 need to be searched Refe rences
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